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Federated Learning in 
Healthcare
Challenges and Research Directions



Federated Learning in a nutshell
Centralised FL



Federated Learning & Healthcare
An happy marriage



Federated Learning in Healthcare
The operational stack

Horizontal FL Vertical FL Federated Transfer 
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Typical FL setting in healthcare
(Centralised) Cross-silo FL

Few institutions (<50) Stable connectivity Relatively big datasets Reliability



Model Selection

Federated Learning in Healthcare
From centralised to federated: Challenges & Research directions

Data  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Non-iid data distribution
Challenge

Model Selection
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Hao Guan, Mingxia Liu. Federated Learning for Medical 
Image Analysis: A Survey. https://arxiv.org/abs/2306.05980

Pfitzner et al. Federated Learning in a Medical Context: A Systematic Literature Review.  
ACM Transactions on Internet Technology 2021

Xu, et al. Federated Cross Learning for Medical Image Segmentation. MIDL 2023



Coordination needed
Challenge

Hao Guan, Mingxia Liu. Federated Learning for Medical 
Image Analysis: A Survey. https://arxiv.org/abs/2306.05980

Model Selection

Data  
collection

Data  
pre-processing Training Validation Testing Deploy

• Data must have the same format across institutions, e.g., Fast Healthcare 
Interoperability Resources (FHIR)*

• Institutions must coordinate to agree upon which data pre-processing steps to perform

• In a Federated setting, some pre-processing operations may behave differently  
w.r.t. to the centralised setting, e.g., data standardization!

* https://www.hl7.org/fhir/

Pfitzner et al. Federated Learning in a Medical Context: A Systematic Literature Review.  
ACM Transactions on Internet Technology 2021
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Handling non-iid clients
A hot research direction in FL

SCAFFOLD FedProx

Karimireddy, et al. SCAFFOLD: Stochastic Controlled 
Averaging for Federated Learning. ICML 2020

Li, et al. Federated Optimization in 
Heterogeneous Networks. MLSys 2020

Model Selection

Data  
collection

Data  
pre-processing Training Validation Testing Deploy



A hot research direction in FL

Xu, et al. Federated Cross Learning for Medical Image 
Segmentation. MIDL 2023

Handling non-iid clients Model Selection

Data  
collection

Data  
pre-processing Training Validation Testing Deploy

X



Personalized FL
Research direction

Hao Guan, Mingxia Liu. Federated Learning for Medical 
Image Analysis: A Survey. https://arxiv.org/abs/2306.05980
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Alireza Fallah, Aryan Mokhtari, Asuman Ozdaglar. 
Personalized Federated Learning with Theoretical 

Guarantees: A Model-Agnostic Meta-Learning Approach. 
NeurIPS 2020

∑

Federated training Personalisation
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Differential Privacy
Research direction
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DPFed-Post

Shadi Rahimian, et al. Practical Challenges in Differentially-
Private Federated Survival Analysis of Medical Data. CHIL 

2022
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Neural Architecture Search
A promising direction for federated model selection

Hieu Pham, et al. Efficient Neural Architecture Search via 
Parameter Sharing. ICML 2018

Chaoyang He, Haishan Ye, Li Shen, and Tong 
Zhang. Milenas: Efficient neural architecture 

search via mixed-level reformulation. CVPR 2020
Hanxiao Liu, Karen Simonyan, Yiming Yang. 

DARTS: Differentiable Architecture Search. ICLR 
2019

“Defines” an architecture Possibly weighted by an  
hyper-parameter λ



FedNAS
Federated application of gradient-based NAS

He, et al. FedNAS: Federated Deep Learning via Neural 
Architecture Search. CVPR 2020 Workshop on Neural 

Architecture Search and Beyond for Representation Learning

He, et al. MiLeNAS: Efficient Neural Architecture Search via 
Mixed-Level Reformulation. CVPR 2020

Step 1

Step 2
Step 4

Step 3
1. Local search (architecture + parameters),  

via stochastic gradient descent 

2. Clients send the gradients to the server for  
both architectural parameters and network  
parameters 

3. Server merges the gradients 

4. Server sends the updated parameters  
to the clients



Weight Agnostic NAS
A promising direction to speed up federated NAS

Adam Gaier,  David Ha. Weight Agnostic 
Neural Networks. NeurIPS 2019



Validating (& Testing)
Challenge

Model Selection

Data  
collection

Data  
pre-processing Training Validation Testing Deploy
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FLamby
Federated Learning AMple Benchmark of Your cross-silo strategies

Du Terrail et al. FLamby: Datasets and Benchmarks for Cross-Silo Federated 
Learning in Realistic Healthcare Settings. NeurIPS  2022 (Track on Datasets and 

Benchmarks)
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Interpretability
Challenge

• Neural network models are generally hard to interpret (exceptions could be 
made for images)

• In medical applications, decisions affect the lives of human beings and a 
black-box machines cannot be blindly trusted!

Data Output

Model Selection

Data  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Data  
pre-processing Training Validation Testing Deploy



Interpretability
Research directions

• Client-side surrogate models (model agnostic) 
 
 
 
 
 

• Example-based explanations, e.g., counterfactual explanation or k-NN

Model Selection

Data  
collection

Data  
pre-processing Training Validation Testing Deploy

• Extend the FL framework to non gradient-based methods



Non gradient-based FL
Federated Adaboost

Roberto Esposito, Mirko Polato, Marco Aldinucci. 
Boosting Methods for Federated Learning. SEBD 2023

Roberto Esposito, Mirko Polato, Marco Aldinucci. Boosting the federation: 
Cross-silo federated learning without gradient descent. IJCNN 2022

Gianluca Mittone, Walter Riviera, Iacopo Colonnelli, Robert Birke, Marco 
Aldinucci. Model-agnostic Federated Learning. Euro-Par 2023



Federated Adaboost
Algorithms overview
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Roberto Esposito, Mirko Polato, Marco Aldinucci. 
Boosting Methods for Federated Learning. SEBD 2023

Roberto Esposito, Mirko Polato, Marco Aldinucci. Boosting the federation: 
Cross-silo federated learning without gradient descent. IJCNN 2022

Distboost.F Preweak.F Adaboost.F

Gianluca Mittone, Walter Riviera, Iacopo Colonnelli, Robert Birke, Marco 
Aldinucci. Model-agnostic Federated Learning. Euro-Par 2023



Federated Adaboost
Results overview

Roberto Esposito, Mirko Polato, Marco Aldinucci. 
Boosting Methods for Federated Learning. SEBD 2023

Roberto Esposito, Mirko Polato, Marco Aldinucci. Boosting the federation: 
Cross-silo federated learning without gradient descent. IJCNN 2022
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Fairness
Contribution and performance fairness

Meirui Jiang, et al. Fair Federated Medical Image 
Segmentation via Client Contribution Estimation. CVPR 2023
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FedCE
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FL frameworks
Many promising open source frameworks

Model Selection
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FLARE

FEDERATED

Fed-BioMed

…and many others



FL frameworks
Research directions

Model Selection

Data  
collection

Data  
pre-processing Training Validation Testing Deploy

Configurability Extensibility Beyond NN  
(gradient descent-based)



FL-bench (to be released soon…)
Easy-to-configure & extend framework for simulated FL

Mirko Polato, Roberto Esposito et al. FL-Bench  
https://github.com/makgyver/fl-bench/

Experiment 
setting

Algorithm 
setting

Algorithm code

Server Channel Client
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FL-bench (to be released soon…)
Configuration files

Mirko Polato, Roberto Esposito et al. FL-Bench  
https://github.com/makgyver/fl-bench/

Experiment setting Algorithm (FedAvg) setting



Thank you!

This presentation has been designed using images from Flaticon.com.
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